碩士學位論文

# ON THE BISHOP CURVATURES OF CURVES IN EUCLIDEAN SPACES 

濟州大學校2 大學院

數 學 科

金 惠 貞

2010年 2月

# ON THE BISHOP CURVATURES OF CURVES IN EUCLIDEAN SPACES 

## Hye Jung Kim

(Supervised by professor Seoung Dal Jung)

A thesis submitted in partial fulfillment of the requirement for the degree of Master of Science
2010. 02.

This thesis has been examined and approved.
Date Approved :


Department of Mathematics
GRADUATE SCHOOL
JEJU NATIONAL UNIVERSITY

# ON THE BISHOP CURVATURES OF CURVES IN EUCLIDEAN SPACES 

指導教授 鄭 承 達

金 惠 貞

이 論文을 理學 碩士學位 論文으로 提出함

金惠貞纤理學碩士學位 論文을 認准奖

審査委員長

委
員 $\qquad$

委
員 $\qquad$

濟州大學校 大學院

2010年 02月

## CONTENTS

Abstract (English)

1. Introduction ..... 1
2. Curves in $\mathbb{R}^{n}$
2.1 Curves in $\mathbb{R}^{n}$ ..... 2
2.2 Euclidean isometry ..... 4
3. Frenet formulas
3.1 Frenet formula in $\mathbb{R}^{3}$ ..... 7
3.2 The sphere curves ..... 10
3.3 Bertrand curves ..... 13
3.4 Involutes and Evolutes ..... 15
3.5 Frenet formula in Minkowski space $\mathbb{R}_{1}^{3}$ ..... 16
3.6 Frenet formula in $\mathbb{R}^{n}$ ..... 18
4. Bishop formulas
4.1 Bishop formula in $\mathbb{R}^{3}$ ..... 21
4.2 Bishop formula in $\mathbb{R}^{n}$ ..... 24
References ..... 27
Abstract (Korean)
Acknowledgements (Korean)

## 〈Abstract $\rangle$

## ON THE BISHOP CURVATURES OF CURVES IN EUCLIDEAN SPACES

In this thesis, we study the properties of curves in Euclidean space. Firstly we review the Frenet formulas in Euclidean space and Lorentz space, respectively. And we study the several curves with the Frenet theory. Also, we introduce the Bishop theory and study the relations between Frenet theory and Bishop theory.


## 1 Introduction

Curves arise in many different ways. Specially, curves arise naturally in the motion of a particle. This is the most appropriate for a formal mathematical research of curves. The history of the curve theory were initiated by G. Monge and his school (Meusnier, Lancret, and Dupin). One of the study of curves is to use the moving frames. Classically, the basic tool in the study of curves is the Frenet-Serret theory. In 3-dimensional Euclidean space, it consists of three vector fields along the given curve and two scalar functions, so called the curvature and torsion. In $\mathbb{R}^{n}$, the Frenet frame can be defined, but the curves need to be of class $C^{n-1}$ and the scalar functions should not be zeros. In this thesis, we introduce an another moving frame, so called the Bishop frame. In the Bishop theory, it is enough to satisfy that the curves are $C^{2}$-class. So, in this thesis we summarize the well-known facts about the Frenet theory. And then we study the Bishop theory and give the relationships between them. This thesis is organized a follows. In Chapter 2, we give the well-known facts and review the isometries. In Chapter 3, the Frenet formulas are studied in $\mathbb{R}^{3}, \mathbb{R}_{1}^{3}$ and $\mathbb{R}^{n}$, respectively. Moreover, many interesting curves, including sphere curves, Bertrand curves, involutes and evolutes, are studied. In Chapter 4, we give the Bishop formula in $\mathbb{R}^{3}$ and study the properties of curves with Bishop curvatures. Lastly, we study the relationships between Frenet theory and Bishop theory.


## 2 Curves in $\mathbb{R}^{n}$

### 2.1 Curves in $\mathbb{R}^{n}$

Let $\mathbb{R}^{n}=\left\{\left(x_{1}, \cdots, x_{n}\right) \mid x_{i} \in \mathbb{R},(i=1, \cdots, n)\right\}$ and $d: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a metric function, which is defined by

$$
\begin{equation*}
d(p, q)=\sqrt{\sum_{i=1}^{n}\left(p_{i}-q_{i}\right)^{2}} \tag{2.1}
\end{equation*}
$$

Then $\mathbb{E}^{n}=\left(\mathbb{R}^{n}, d\right)$ is said to be Euclidean space. We write $\mathbb{R}^{n}$ instead of $\mathbb{E}^{n}$ if we have no confusion.

Definition 2.1 A differentiable curve in $\mathbb{R}^{n}$ is a differentiable map $\gamma: I \rightarrow \mathbb{R}^{n}$ of an open interval $I=(a, b) \subset \mathbb{R}$ into $\mathbb{R}^{n}$.

Sometimes the curve $\gamma$ means the image of the curve.
Definition 2.2 Let $I$ and $J$ be open intervals. Suppose $\gamma: I \rightarrow \mathbb{R}^{n}$ is a differentiable curve and $\theta: J \rightarrow I$ is a diffeomorphism from $J$ to $I$ with $d \theta / d s \neq 0$. Then the map $\tilde{\gamma}=\gamma \circ \theta: J \rightarrow \mathbb{R}^{n}$ is said to be a reparametrization of $\gamma$.

Definition 2.3 Any differentiable curve $\gamma: I \rightarrow \mathbb{R}^{n}$ is said to be a regular curve if $\gamma^{\prime}$ never vanishes.

Let $<,>$ be the natural inner product on $\mathbb{R}^{n}$, and $\|\mathbf{v}\|=\sqrt{\langle\mathbf{v}, \mathbf{v}\rangle}$ the length of $\mathbf{v} \in \mathbb{R}^{n}$.
A regular curve segment is a function $\alpha:[a, b] \rightarrow \mathbb{R}^{n}$ such that there exists a regular curve $\gamma:(c, d) \rightarrow \mathbb{R}^{n}$ with $\gamma(t)=\alpha(t)$ for all $t \in[a, b] \subset(c, d)$.
Sometimes we call the curve instead of curve segment.
Definition 2.4 The arclength function $s(t)$ of $\gamma:[a, b] \rightarrow \mathbb{R}^{n}$ is defined by

$$
\begin{equation*}
s(t)=\int_{a}^{t}\left\|\gamma^{\prime}(u)\right\| d u \tag{2.2}
\end{equation*}
$$

Trivially, $s(b)$ is the length of $\gamma$, which is denoted by $L(\gamma)$.

Proposition 2.5 The length of a regular curve is invariant under reparametrization.
Proof. Let $\gamma=[a, b] \rightarrow \mathbb{R}^{n}$ be a regular curve segment, and $\tilde{\gamma}=[c, d] \rightarrow \mathbb{R}^{n}$ be a reparametrization of $\gamma$. Let $\theta:[c, d] \rightarrow[a, b]$ be a differentiable function with $\tilde{\gamma}(t)=(\gamma \circ \theta)(t)$. Then we must show

$$
L(\gamma)=L(\tilde{\gamma})
$$

Case 1: If $\theta^{\prime}(t)>0$, then $\theta(c)=a, \theta(d)=b$, and

$$
\left\|\tilde{\gamma}^{\prime}(t)\right\|=\left\|\theta^{\prime}(t) \cdot \gamma^{\prime}(\theta(t))\right\|=\left|\theta^{\prime}(t)\right|\left\|\gamma^{\prime}(\theta(t))\right\|=\theta^{\prime}(t)\left\|\gamma^{\prime}(\theta(t))\right\|
$$

By integration by substitution, we have

$$
L_{a}^{b}(\gamma)=\int_{a}^{b}\left\|\gamma^{\prime}(u)\right\| d u=\int_{c}^{d}\left\|\gamma^{\prime}(\theta(t))\right\| \theta^{\prime}(t) d t=\int_{c}^{d}\left\|\tilde{\gamma}^{\prime}(t)\right\| d t=L_{c}^{d}(\tilde{\gamma})
$$

Case 2 : If $\theta^{\prime}(t)<0$, then $\theta(c)=b, \theta(d)=a$, and

$$
\left\|\tilde{\gamma}^{\prime}(t)\right\|=-\theta^{\prime}(t)\left\|\gamma^{\prime}(\theta(t))\right\| .
$$

We have

$$
\begin{aligned}
L_{a}^{b}(\gamma) & =\int_{a}^{b}\left\|\gamma^{\prime}(u)\right\| d u \\
& =\int_{d}^{c}\left\|\gamma^{\prime}(\theta(t))\right\| \theta^{\prime}(t) d t \\
& =-\int_{c}^{d}\left\|\gamma^{\prime}(\theta(t))\right\| \theta^{\prime}(t) d t \\
& =\int_{c}^{d}\left\|\tilde{\gamma}^{\prime}(t)\right\| d t \\
& =L_{c}^{d}(\tilde{\gamma}) .
\end{aligned}
$$

Theorem 2.6 Any regular curve can be reparametrized so as to have unit speed everywhere.

Proof. Let $\gamma:(a, b) \rightarrow \mathbb{R}^{n}$ be a regular curve and $s(t)$ be the arc length function. Since $s^{\prime}(t)=\left\|\gamma^{\prime}(t)\right\|$ is positive, $s$ is strictly increasing. So $s$ has inverse function $s^{-1}=h$. Therefore, by the inverse function theorem, it is smooth and $\frac{d h}{d s}=\frac{1}{\left\|\gamma^{\prime}(t)\right\|}$. So if we put $\tilde{\gamma}(s)=(\gamma \circ h)(s)$, then $\tilde{\gamma}^{\prime}(s)=\gamma^{\prime}(h(s)) \frac{d h}{d s}=\frac{\gamma^{\prime}(t)}{\left\|\gamma^{\prime}(t)\right\|}$, which implies $\tilde{\gamma}^{\prime}$ is a unit vector.

Proposition 2.7 There is no curve joining two points in $\mathbb{R}^{n}$ shorter than the line segment between them.

Proof. Let $p, q \in \mathbb{R}^{n}$ with $p \neq q$. Let $\alpha:[a, b] \rightarrow \mathbb{R}^{n}$ be any curve such that $\alpha(a)=p$ and $\alpha(b)=q$. If we put $u=\frac{q-p}{|q-p|}$, then

$$
\int_{a}^{b} \alpha^{\prime}(t) \cdot u d t=\int_{a}^{b}(\alpha(t) \cdot u)^{\prime} d t=\alpha(b) \cdot u-\alpha(a) \cdot u=(q-p) \cdot u=\|q-p\| .
$$

On the other hand, by the Schwarz inequality, we have

$$
d(p, q)=\|q-p\|=\int_{a}^{b} \alpha^{\prime}(t) \cdot u d t \leq \int_{a}^{b}\left\|\alpha^{\prime}(t)\right\| d t=L(\alpha)
$$

which implies the result.
Definition 2.8 Let $\gamma: I \rightarrow \mathbb{R}^{n}$ be a unit speed curve and $T=\gamma^{\prime}(s)$ a unit tangent vector field. The principal curvature of $\gamma$ is defined by

$$
\begin{equation*}
\kappa:=\left\|\frac{d T}{d s}\right\|=\left\|\gamma^{\prime \prime}(s)\right\| . \tag{2.3}
\end{equation*}
$$

Proposition 2.9 A curve $\gamma$ in $\mathbb{R}^{n}$ is a straight line if and only if $\kappa=0$.
Proof. By (2.3), $\kappa=0$ if and only if $\gamma^{\prime \prime}=0$, which implies $\gamma^{\prime}(t)=\mathbf{p}=$ constant. Then, by integrating,

$$
\gamma(t)=t \mathbf{p}+\mathbf{q}, \mathbf{q} \in \mathbb{R}^{n}
$$

which means $\gamma$ is a straight line.

### 2.2 Euclidean isometry

Let $\left\{e_{1}, \cdots, e_{n}\right\}$ be the standard basis of $\mathbb{R}^{n}$.
Definition 2.10 An isometry of $\mathbb{R}^{n}$ is a mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that

$$
\begin{equation*}
d(F(p), F(q))=d(p, q) \tag{2.4}
\end{equation*}
$$

for all point $p, q \in \mathbb{R}^{n}$.
Definition 2.11 Given point $\mathbf{a} \in \mathbb{R}^{n}, T_{\mathbf{a}}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by $T_{\mathbf{a}}(\mathbf{p})=\mathbf{p}+\mathbf{a}$ is called the translation by a.

Proposition 2.12 If $F$ is an isometry of $\mathbb{R}^{n}$ such that $F(0)=0$, then $F$ is an orthogonal transformation.

Proof. Since $F$ is an isometry, we have that for any $\mathbf{p}$ and $\mathbf{q}$

$$
\|F(\mathbf{p})-F(\mathbf{q})\|=\|\mathbf{p}-\mathbf{q}\|,
$$

which implies

$$
\|F(\mathbf{p})\|^{2}-2<F(\mathbf{p}), F(\mathbf{q})>+\|F(\mathbf{q})\|^{2}=\|\mathbf{p}\|^{2}-2<\mathbf{p}, \mathbf{q}>+\|\mathbf{q}\|^{2}
$$

Since $F$ preserves norms, we have

$$
<F(\mathbf{p}), F(\mathbf{q})>=<\mathbf{p}, \mathbf{q}>.
$$

It remains to show that $F$ is linear. Let $\mathbf{p} \in \mathbb{R}^{n}$. Then $\mathbf{p}$ is expressed by

$$
\mathbf{p}=\sum_{i=1}^{n} p_{i} \mathbf{e}_{\mathbf{i}}
$$

Since $F$ preserves inner products, $\left\{F\left(\mathbf{e}_{\mathbf{1}}\right), \cdots, F\left(\mathbf{e}_{\mathbf{n}}\right)\right\}$ is an orthonormal basis. Thus

$$
F(\mathbf{p})=\sum_{i=1}^{n}<F(\mathbf{p}), F\left(\mathbf{e}_{\mathbf{i}}\right)>F\left(\mathbf{e}_{\mathbf{i}}\right) .
$$

## Since

$$
<F(\mathbf{p}), F\left(\mathbf{e}_{\mathbf{i}}\right)>=<\mathbf{p}, \mathbf{e}_{\mathbf{i}}>=p_{i},
$$

we have

$$
F(\mathbf{p})=\sum_{i=1}^{n} p_{i} F\left(\mathbf{e}_{\mathbf{i}}\right) .
$$

Using this identity, it is easy to check the linearity condition

$$
F(a \mathbf{p}+b \mathbf{q})=a F(\mathbf{p})+b F(\mathbf{q}),
$$

where $a$ and $b \in \mathbb{R}$. Hence the proof is completed.

Theorem 2.13 If $F$ is an isometry of $\mathbb{R}^{n}$, then there exist a unique translation $T_{\mathbf{a}}$ and a unique orthogonal transformation $A$ such that $F=T_{\mathbf{a}} A$, $\mathbf{a} \in \mathbb{R}^{n}$.

Proof. Let $T_{\mathbf{a}}$ be the translation by $\mathbf{a}=F(0)$. Then $T_{\mathbf{a}}^{-1}$ is the translation by $-F(0)$. That is, $T_{\mathbf{a}}^{-1}=T_{-\mathbf{a}}$. Since $T_{\mathbf{a}}^{-1}$ is an isometry, $T_{\mathbf{a}}^{-1} F$ is an isometry with

$$
\left(T_{\mathbf{a}}^{-1} F\right)(0)=0
$$

Thus, by Proposition 2.12, $T_{\mathbf{a}}^{-1} F$ is an orthogonal transformation, say $A$, i.e., $T_{\mathbf{a}}^{-1} F=$ $A$. So $F=T_{\mathbf{a}} A$. Suppose that $F=\bar{T}_{\mathbf{b}} \bar{A}$, where $\bar{T}_{\mathbf{b}}$ is a translation and $\bar{A}$ is an orthogonal transformation. Since $T_{\mathbf{a}} A=\bar{T}_{\mathbf{b}} \bar{A}, A=T_{\mathbf{a}}^{-1} \bar{T}_{\mathbf{b}} \bar{A}$. Since $A$ and $\bar{A}$ are linear transformations, it follows that $\left(T_{\mathbf{a}}^{-1} \bar{T}_{\mathbf{b}}\right)(0)=0$, which means $T_{\mathbf{a}}^{-1} \bar{T}_{\mathbf{b}}=I$. Hence $\bar{T}_{\mathbf{b}}=T_{\mathbf{a}}$ and so $A=\bar{A}$. Hence the proof is completed.

Definition 2.14 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a mapping. Then the derivative map $\left(F_{*}\right)_{p}$ : $T_{p} \mathbb{R}^{n} \rightarrow T_{F(p)} \mathbb{R}^{m}$ at $p$ of $F$ is defined by

$$
\left(F_{*}\right)_{p} V=\left.\frac{d}{d t}(F \circ \alpha)(t)\right|_{t=0},
$$

where $\alpha(0)=p$ and $\alpha^{\prime}(0)=V$.
It is well-known that $\left(F_{*}\right)_{p}$ is a linear transformation.
Lemma 2.15 (See [5]) Let $\mathbf{v}$ and $\mathbf{w}$ be tangent vectors $\mathbb{R}^{3}$ at $\mathbf{p}$. If $F$ is an isometry of $\mathbb{R}^{3}$, then

$$
\left(F_{*}\right)_{p}(\mathbf{v} \times \mathbf{w})=(\operatorname{sgn} F)\left(F_{*}\right)_{p}(\mathbf{v}) \times\left(F_{*}\right)_{p}(\mathbf{w})
$$

where $\operatorname{sgn} F= \pm 1$ is the sign of $F$.

## 3 Frenet formulas

### 3.1 Frenet formula in $\mathbb{R}^{3}$

Let $\gamma: I \rightarrow \mathbb{R}^{3}$ be a unit speed curve with $\kappa \neq 0$, and $T=\gamma^{\prime}$. Define $N=\frac{1}{\kappa} T^{\prime}$, which is said to be a normal vector field along $\gamma$. And $B=T \times N$ is said to be a binormal vector field along $\gamma$. Then $\{T, N, B\}$ is called the Frenet frame along $\gamma$ on $\mathbb{R}^{3}$.

Theorem 3.1 (Frenet Formulas). For a unit speed curve $\gamma(s)$ with $\kappa>0$, the derivatives of the Frenet frame are given by

$$
\left(\begin{array}{l}
T^{\prime}  \tag{3.1}\\
N^{\prime} \\
B^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{array}\right)\left(\begin{array}{l}
T \\
N \\
B
\end{array}\right)
$$

where $\tau=-<N, B^{\prime}>$ is the torsion of the curve $\beta$.
Proof. It is trivial $T^{\prime}=\kappa N$. Since $\{T, N, B\}$ is an orthonormal basis, any vector field $\mathbf{V}$ along $\gamma$ can be expressed by

$$
\mathbf{V}=<T, \mathbf{V}>T+<N, \mathbf{V}>N+<B, \mathbf{V}>B
$$

Hence

$$
\begin{aligned}
N^{\prime} & =<T, N^{\prime}>T+<N, N^{\prime}>N+<B, N^{\prime}>B \\
& =<T, N^{\prime}>T+<B, N^{\prime}>B \\
& =-<T^{\prime}, N>T-<B^{\prime}, N>B \\
& =-\kappa T+\tau B .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
B^{\prime} & =<T, B^{\prime}>T+<N, B^{\prime}>N \\
& =-<T^{\prime}, B>T+<N, B^{\prime}>N \\
& =-\kappa<N, B>T+<N, B^{\prime}>N \\
& =-\tau N .
\end{aligned}
$$

Theorem 3.2 Let $\gamma(s)$ be a unit speed curve with $\kappa>0$. Then $\gamma$ is a plane curve if and only if $\tau=0$.

Proof. Suppose $\tau=0$. By the Frenet Formulas, $B^{\prime}=0$, so $B$ is a constant. It is sufficient to show that for all $s$,

$$
<\gamma(s)-\gamma(0), B>=0
$$

By differentiating, we have

$$
\gamma(s)-\gamma(0), B>^{\prime}=<\gamma^{\prime}(s), B>=<T, B>=0
$$

Hence $<\gamma(s)-\gamma(0), B>=$ constant, which means that $<\gamma(s)-\gamma(0), B>=0$ because at $s=0$, it is zero.

Conversely, suppose $\gamma$ is a plane curve. Hence, for any constant unit vector $u$, we have

$$
<\gamma(s)-\gamma(0), n>=0
$$

By differentiating, $\left\langle\gamma^{\prime}(s), u\right\rangle=0$ and $\left\langle\gamma^{\prime \prime}(s), u\right\rangle=0$. That is, $\langle T, u\rangle=0$ and $<\kappa N, u>=0$. These mean that $u \perp T$ and $u \perp N$. So $u= \pm B$, which means $B^{\prime}=0$. Hence $\tau=0$.

Corollary 3.3 A curve $\gamma$ is a part of a circle if and only if $\kappa>0$ is constant and $\tau=0$.

Proof. Suppose $\gamma$ is part of a circle. Then $\gamma$ is a plane curve and for any $s$

$$
\|\gamma(s)-p\|^{2}=r^{2}, p=\gamma(0)
$$

where $r$ is constant. By Theorem 3.2, $\tau=0$. By differentiating, we have

$$
\begin{equation*}
<T, \gamma(s)-p>=0 \tag{3.2}
\end{equation*}
$$

If we differentiate again, then we have

$$
0=<T^{\prime}, \gamma(s)-p>+<T, T>=\kappa<N, \gamma(s)-p>+1 .
$$

Hence we have

$$
\begin{equation*}
\kappa<N, \gamma(s)-p>=-1 \tag{3.3}
\end{equation*}
$$

which means $\kappa>0$ and $<N, \gamma(s)-p>\neq 0$. By differentiating (3.3), we have

$$
\begin{aligned}
0 & =\kappa^{\prime}<N, \gamma(s)-p>+\kappa<-\kappa T+\tau B, \gamma(s)-p> \\
& =\kappa^{\prime}<N, \gamma(s)-p>
\end{aligned}
$$

because $\tau=0$ and (3.2). This means that $\kappa^{\prime}=0$, by (3.3) and so $\kappa$ is constant.
Conversely, suppose $\kappa>0$ is constant and $\tau=0$. If we put

$$
\beta(s)=\gamma(s)+\frac{1}{\kappa} N
$$

then $\beta^{\prime}(s)=0$ because of $\tau=0$. This implies $\beta$ is constant. If we put $\beta(s)=p$, then

$$
\|\gamma(s)-p\|=\left\|-\frac{1}{\kappa} N\right\|=\frac{1}{\kappa}
$$

so $p$ is the center of a circle $\gamma$ with radius $\frac{1}{\kappa}$.
Definition 3.4 A regular curve $\gamma$ is a helix, if $\langle T, \mathbf{u}\rangle$ is constant for some fixed unit vector $\mathbf{u}$.

Theorem 3.5 A unit speed curve $\gamma(s)$ with $\kappa \neq 0$ is a helix if and only if $\frac{\tau}{\kappa}$ is constant.
Proof. Assume $\gamma$ is a helix. Since $<T, \mathbf{u}>$ is constant, we may write $<T, \mathbf{u}\rangle=$ $\cos \theta$, where $\theta$ is some fixed angle.
Case 1: If $\theta=\lambda \pi(\lambda=0,1)$, then $T(s)= \pm \mathbf{u}$. Since $\mathbf{u}$ is constant, $T^{\prime}=\kappa N=0$, and then $\kappa=0$, which is contradiction.
Case 2: If $\theta \neq \lambda \pi(\lambda=0,1)$, then $0=<T, \mathbf{u}>^{\prime}=<\kappa \mathbf{N}, \mathbf{u}>$. So $N \perp \mathbf{u}$. If we put

$$
\mathbf{u}=<T, \mathbf{u}>T+<B, \mathbf{u}>B
$$

then

$$
\begin{aligned}
0=\mathbf{u}^{\prime} & =\cos \theta T^{\prime}+\sin \theta B^{\prime} \\
& =\cos \theta \kappa N+\sin \theta(-\tau N) \\
& =(\kappa \cos \theta-\tau \sin \theta) N .
\end{aligned}
$$

Hence $\frac{\tau}{\kappa}=\frac{\cos \theta}{\sin \theta}$ is constant.

Conversely, assume that $\frac{\tau}{\kappa}=\mathbf{c}$, for constant $\mathbf{c}$. Let $\mathbf{c}=\cot \theta$ with $0<\theta<\pi$, and let $\mathbf{u}=\cos \theta T+\sin \theta B$. Then

$$
\begin{aligned}
\mathbf{u}^{\prime} & =\cos \theta T^{\prime}+\sin \theta B^{\prime} \\
& =\kappa \cos \theta N-\tau \sin \theta N \\
& =\left(\cos \theta-\frac{\cos \theta}{\sin \theta} \sin \theta\right) \kappa N \\
& =0 .
\end{aligned}
$$

Hence $\mathbf{u}$ is constant vector and $<T, \mathbf{u}>=\cos \theta$, which is constant. Hence $\gamma$ is a helix.

Remark 3.6 In $\mathbb{R}^{2}$, we give the geometric meaning of $k$ of the unit speed curve $\gamma$. Since $\gamma$ is a unit speed curve in $\mathbb{R}^{2}$, we can consider

$$
\gamma^{\prime}(s)=(\cos \theta(s), \sin \theta(s))
$$

where $\theta$ is an angle between $\gamma^{\prime}$ and $e_{1}=(1,0)$. Also, we take


$$
N=(-\sin \theta(s), \cos \theta(s))
$$

and then

$$
\kappa N=T^{\prime}=\theta^{\prime}(s)(-\sin \theta(s), \cos \theta(s))=\theta^{\prime}(s) N
$$

So we have

$$
-\kappa=\theta^{\prime}(s)
$$

### 3.2 The sphere curves

A curve $\gamma$ is called the sphere curve if $\gamma$ satisfies $\|\gamma(s)-m\|^{2}=r^{2}$ for some constants $m$ and $r$.

Theorem 3.7 Let $\gamma$ be a unit speed curve with $\kappa \neq 0$ and $\tau \neq 0$. Then $\gamma$ is a sphere curve if and only if $\left(\frac{1}{\kappa}\right)^{2}+\left(\frac{\kappa^{\prime}}{\kappa^{2} \tau}\right)^{2}=r^{2}, r>0$ is constant.

Proof. Let $\gamma$ be a sphere curve on the sphere of radius $r$ and center $m$. That is, $<\gamma(s)-m, \gamma(s)-m>=r^{2}$. By differentiating,

$$
<\gamma(s)-m, T>=0
$$

By differentiating, we also have

$$
\begin{aligned}
0=<\gamma(s)-m, T>^{\prime} & =<T, T>+<\gamma(s)-m, T^{\prime}> \\
& =1+<\gamma(s)-m, \kappa N>,
\end{aligned}
$$

which implies $-1=\kappa<\gamma(s)-m, N>$ and $\kappa \neq 0$. Now, for $a, b, c \in \mathbb{R}$, if we put

$$
\gamma(s)-m=a T+b N+c B
$$

then

$$
a=<\gamma(s)-m, T>=0
$$

and

$$
b=<\gamma(s)-m, N>=-\frac{1}{\kappa}
$$

By differentiating, we have for $\rho=\frac{1}{\kappa}$,

$$
\begin{aligned}
-\rho^{\prime} & =<\gamma(s)-m, N>^{\prime} \\
& =<T, N>+<\gamma(s)-m, N^{\prime}> \\
& =<\gamma(s)-m,-\kappa T+\tau B> \\
& =-\kappa<\gamma(s)-m, T>+\tau<\gamma(s)-m, B> \\
& =\tau<\gamma(s)-m, B>.
\end{aligned}
$$

So $c=<\gamma(s)-m, B>=-\rho^{\prime} \sigma$, where $\sigma=\frac{1}{\tau}$. Hence

$$
\gamma(s)-m=-\rho N-\rho^{\prime} \sigma B,
$$

which yields

$$
\begin{aligned}
r^{2}=\|\gamma(s)-m\|^{2} & =\left\|-\rho N-\rho^{\prime} \sigma B\right\|^{2} \\
& =\rho^{2}+\left(\rho^{\prime} \sigma\right)^{2} .
\end{aligned}
$$

Conversely, suppose $\rho^{2}+\left(\rho^{\prime} \sigma\right)^{2}=r^{2}$ and $\rho^{\prime} \neq 0$. Then

$$
2 \rho^{\prime} \rho+2\left(\rho^{\prime} \sigma^{\prime}+\rho^{\prime \prime} \sigma\right)\left(\rho^{\prime} \sigma\right)=0
$$

Since $\rho^{\prime} \neq 0$, we have

$$
\rho^{\prime} \sigma^{\prime}+\rho^{\prime \prime} \sigma=-\frac{\rho}{\sigma} .
$$

Let $\gamma(s)+\rho N+\rho^{\prime} \sigma B=m(s)$. Then, by differentiating, we have

$$
\begin{aligned}
m^{\prime} & =\gamma^{\prime}(s)+\rho^{\prime} N+\rho N^{\prime}+\left(\rho^{\prime \prime} \sigma+\rho^{\prime} \sigma^{\prime}\right) B+\rho^{\prime} \sigma B^{\prime} \\
& =T+\rho^{\prime} N+\rho(-\kappa T+\tau B)-\rho \tau B+\rho^{\prime} \sigma(-\tau N) \\
& =0
\end{aligned}
$$

Hence $m$ is constant and so

$$
\|\gamma(s)-m\|^{2}=\rho^{2}+\left(\rho^{\prime} \sigma\right)^{2}=r^{2}
$$

Thus $\gamma(s)$ is a sphere curve.

Let $\gamma$ be a unit speed curve. Since $\|T(s)\|=1, T(s)$ is a sphere curve. Similarly $N(s), B(s)$ are sphere curves. Hence $T(s)$ is called the tangent spherical image of $\gamma$. And $N(s)$ and $B(s)$ are called the normal spherical and the binormal spherical image of $\gamma$, respectively.

Theorem 3.8 Let $\gamma$ be a unit speed curve in $\mathbb{R}^{3}$. Then
(1) $\gamma$ is a straight line if and only if the tangent spherical image of $\gamma$ is a constant.
(2) $\gamma$ is a plane curve if and only if the binormal spherical image of $\gamma$ is a constant.
(3) $\gamma$ is a helix if and only if the tangent spherical image is an arc of a circle.

Proof. (1) Suppose that $T(s)$ is a constant. Then $\kappa(s)=\left\|T^{\prime}(s)\right\|=0$. Thus $\gamma(s)$ is a straight line. Conversely, suppose that $\gamma(s)$ is a straight line. Then $\kappa(s)=0$. Hence $\kappa(s)=\left\|T^{\prime}(s)\right\|=0$, which means $T$ is constant.
(2) Suppose that $\gamma(s)$ is a plane curve. Then $\tau(s)=0$, and so $B^{\prime}(s)=0$. Hence $B(s)$ is constant. Conversely, suppose that $B(s)$ is constant. Then

$$
\tau(s)=-<B^{\prime}(s), N(s)>=-<0, N(s)>=0 .
$$

Thus $\gamma(s)$ is a plane curve.
(3) Suppose that $\gamma(s)$ is a helix. Then $<T, \mathbf{u}>=C$ is a constant for some constant unit vector $\mathbf{u}$. Since

$$
\begin{aligned}
<T-T\left(t_{0}\right), \mathbf{u}> & =<T, \mathbf{u}>-<T\left(t_{0}\right), \mathbf{u}> \\
& =C-C=0
\end{aligned}
$$

$T(t)$ is a plane curve. Hence $T(t)$ lies on the sphere and plane, which means $T(t)$ is a part of a circle. Conversely, suppose that $T(t)$ is a part of a circle. Then $T(t)$ is a plan curve. So $<T-T\left(t_{0}\right), \mathbf{u}>=0$ for some constant unit vector $\mathbf{u}$. Hence $<T, \mathbf{u}>=<T\left(t_{0}\right), \mathbf{u}>$ is constant. Thus $\gamma(s)$ is a helix.

### 3.3 Bertrand curves

Definition 3.9 Two curves $\alpha$ and $\beta$ are called Bertrand curves if for each $s_{0}$, the normal line to $\alpha$ at $s=s_{0}$ is the same as the normal line to $\beta$ at $s=s_{0}$. That is, $N_{\alpha}= \pm N_{\beta}$. In this case, we say that $\beta$ is a Bertrand mate of $\alpha$.

Proposition 3.10 The distance between corresponding points of a pair of Bertrand curves is constant.

Proof. Let $\alpha$ be a unit speed curve and $\beta$ be a Bertrand mate of $\alpha$. Then there is a function $\lambda(s)$ such that $\beta(s)=\alpha(s)+\lambda(s) N_{\alpha}(s)$. Generally, $\beta$ is not unit speed. We must show $\|\beta(s)-\alpha(s)\|=\lambda=$ constant. In fact,we have

$$
\begin{aligned}
\beta^{\prime}(s) & =T_{\alpha}(s)+\lambda^{\prime}(s) N_{\alpha}(s)+\lambda(s) N_{\alpha}^{\prime}(s) \\
& =\left(1-\lambda \kappa_{\alpha}\right) T_{\alpha}(s)+\lambda^{\prime}(s) N_{\alpha}(s)+\lambda \tau_{\alpha} B_{\alpha}(s) .
\end{aligned}
$$

And so

$$
\lambda^{\prime}(s)=<\beta^{\prime}(s), N_{\alpha}(s)>=<\beta^{\prime}(s), \pm N_{\beta}(s)>=0
$$

Hence $\lambda(s)$ is constant.

Proposition 3.11 The angle between the tangents to two Bertrand curves at corresponding points is constant.

Proof. Since $N_{\alpha}= \pm N_{\beta}$, we have

$$
T_{\alpha}^{\prime}=\kappa_{\alpha} N_{\alpha}= \pm \kappa_{\alpha} N_{\beta}, T_{\beta}^{\prime}=\kappa_{\beta} N_{\beta}= \pm \kappa_{\beta} N_{\alpha}
$$

Then

$$
\begin{aligned}
<T_{\alpha}(s), T_{\beta}(s)>^{\prime} & =<T_{\alpha}^{\prime}(s), T_{\beta}(s)>+<T_{\alpha}(s), T_{\beta}^{\prime}(s)> \\
& =< \pm \kappa_{\alpha} N_{\beta}(s), T_{\beta}(s)>+<T_{\alpha}(s), \pm \kappa_{\beta} N_{\alpha}(s)>=0
\end{aligned}
$$

Hence $<T_{\alpha}(s), T_{\beta}(s)>$ is constant. So the proof is completed.

Theorem 3.12 Let $\alpha$ be a unit speed curve with $\kappa \tau \neq 0$. Then there is a Bertrand mate $\beta(s)$ of $\alpha$ if and only if there are constants $\lambda \neq 0$ and $\mu$ with $\frac{1}{\lambda}=\kappa+\mu \tau$.

Proof. Let $\beta$ be a Bertrand mate of $\alpha$. Then for some constant $\lambda \neq 0$, $\beta(s)=\alpha(s)+\lambda N_{\alpha}(s)$. Since $\beta^{\prime}(s)=\left(1-\lambda \kappa_{\alpha}\right) T_{\alpha}+\lambda \tau_{\alpha} B_{\alpha}$, we have

$$
\begin{aligned}
\cos \theta=<T_{\alpha}, T_{\beta}> & =<T_{\alpha}, \frac{\beta^{\prime}(s)}{\left\|\beta^{\prime}(s)\right\|}> \\
& =\frac{1}{\left\|\beta^{\prime}(s)\right\|}\left(1-\lambda \kappa_{\alpha}\right),
\end{aligned}
$$

$$
\begin{aligned}
\sin \theta=\left\|T_{\alpha} \times T_{\beta}\right\| & =\left\|T_{\alpha} \times \frac{\beta^{\prime}(s)}{\left\|\beta^{\prime}(s)\right\|}\right\| \\
& =\frac{1}{\left\|\beta^{\prime}(s)\right\|}\left\|T_{\alpha} \times \beta^{\prime}(s)\right\| \\
& =\frac{1}{\left\|\beta^{\prime}(s)\right\|} \lambda \tau_{\alpha} \neq 0,
\end{aligned}
$$

where $\theta$ is constant by Proposition 3.11. So $\frac{\cos \theta}{\sin \theta}=\frac{1-\lambda \kappa}{\lambda \tau}=\mu$ is constant. This implies that $\frac{1}{\lambda}=\kappa+\mu \tau$. Conversely, let $\beta(s)=\alpha(s)+\lambda N_{\alpha}(s)$. Then

$$
\beta^{\prime}(s)=\lambda \tau\left(\mu T_{\alpha}+B_{\alpha}\right)
$$

and

$$
\beta^{\prime \prime}=\lambda \tau^{\prime} \mu T_{\alpha}+\left(\lambda \tau \mu \kappa-\lambda \tau^{2}\right) N_{\alpha}+\lambda \tau^{\prime} B_{\alpha} .
$$

So we have

$$
\beta^{\prime}(s) \times \beta^{\prime \prime}(s)=\lambda \tau \mu\left(\lambda \tau \mu \kappa-\lambda \tau^{2}\right) B_{\alpha}-\left(\lambda \tau \mu \kappa-\lambda \tau^{2}\right) \lambda \tau T_{\alpha} .
$$

By the direct calculation, we have

$$
\left(\beta^{\prime}(s) \times \beta^{\prime \prime}(s)\right) \times \beta^{\prime}(s)=\left(\lambda \tau \mu \kappa-\lambda \tau^{2}\right)(\lambda \tau)^{2}\left(1+\mu^{2}\right) N_{\alpha}
$$

Thus

$$
N_{\beta}=\frac{\left(\beta^{\prime}(s) \times \beta^{\prime \prime}(s)\right) \times \beta^{\prime}(s)}{\left\|\left(\beta^{\prime}(s) \times \beta^{\prime \prime}(s)\right) \times \beta^{\prime}(s)\right\|}= \pm N_{\alpha} .
$$

That is, $\beta$ is a Bertrand mate of $\alpha$.

### 3.4 Involutes and Evolutes

Let $\alpha$ be a unit speed curve on an interval $(a, b)$. Then $\beta$ is an involute of $\alpha$ if $\beta(s)=\alpha(s)+(c-s) T_{\alpha}(s)$, where $c$ is a constant and $T_{\alpha}=\alpha^{\prime}$. And $\beta$ is an evolute of $\alpha$ if $\alpha$ is an involute of $\beta$.

Proposition 3.13 (1) An involute of a plane curve lies in that same plane.
(2) An involute of a helix is a plane curve.

Proof. (1) Let $\alpha$ be a plane curve and $\beta(s)$ be an involute of $\alpha$. Then, by definition,

$$
\begin{equation*}
\beta(s)=\alpha(s)+(c-s) T_{\alpha}(s) . \tag{3.4}
\end{equation*}
$$

From (3.4), we have

$$
<\beta(s)-\alpha(s), B_{\alpha}(s)>=<(c-s) T_{\alpha}(s), B_{\alpha}(s)>=0 .
$$

Since $B_{\alpha}$ is constant, $\beta$ is also plane curve, which lies in the same plane.
(2) Let $\alpha(s)$ be a helix and $\beta(s)$ be a involute curve. Then, by (3.4), we have

$$
\beta^{\prime}(s)=(c-s) T_{\alpha}^{\prime}(s)
$$

and

$$
\left\|\beta^{\prime}(s)\right\|=\kappa_{\alpha}(c-s)
$$

Hence we have

$$
T_{\beta}=\frac{\beta^{\prime}(s)}{\left\|\beta^{\prime}(s)\right\|}=\frac{(c-s) T_{\alpha}^{\prime}(s)}{\kappa_{\alpha}(c-s)}=\frac{1}{\kappa_{\alpha}} T_{\alpha}^{\prime}(s),
$$

which implies $T_{\alpha}^{\prime}(s)=\kappa_{\alpha} T_{\beta}$. Since $\alpha(s)$ is helix, $\left\langle T_{\alpha}, \mathbf{u}\right\rangle=$ constant for some constant unit vector $\mathbf{u}$. So we have

$$
0=<T_{\alpha}, \mathbf{u}>^{\prime}=\kappa_{\alpha}<T_{\beta}, \mathbf{u}>.
$$

If $\kappa_{\alpha}=0$, then $\alpha(s)$ is straight line. Hence by (1), it is a plane curve. If $\kappa_{\alpha} \neq 0$, then $<T_{\beta}, \mathbf{u}>=0$. By differentiating,

$$
0=<T_{\beta}, \mathbf{u}>^{\prime}=\kappa_{\beta}<N_{\beta}, \mathbf{u}>.
$$

If $\kappa_{\beta}=0$, then $\beta(s)$ is straight line and so $\beta$ is a plane curve. If $\kappa_{\beta} \neq 0$, then $<N_{\beta}, \mathbf{u}>=0$. Hence $\mathbf{u}= \pm B_{\beta}$ and

$$
0=<N_{\beta}^{\prime}, \mathbf{u}>=-\kappa_{\beta}<T_{\beta}, \mathbf{u}>+\tau_{\beta}<B_{\beta}, \mathbf{u}>= \pm \tau_{\beta} .
$$

Hence $\beta(s)$ is plane curve. Thus, an involute of a helix is a plane curve.

Theorem 3.14 Let $\alpha$ be a unit speed curve and $\beta$ be an evolute of $\alpha$. Then $\beta(s)=$ $\alpha(s)+\frac{1}{\kappa} N+\mu B$, where $\mu=\frac{1}{\kappa} \cot \left(\int_{a}^{s} \tau d s+\right.$ constant $)$.

Proof. Let $q$ be a point on the evolute curve $\beta$ corresponding to the point $p$ on a reparametrized curve $\alpha$. Since $\beta(q)-\alpha(p)$ is orthogonal to $T_{\alpha}$, in the normal plane of $\alpha$ at $q$. Hence $\beta-\alpha=\lambda N+\mu B$. But

$$
\begin{aligned}
\beta^{\prime}(s) & =T_{\alpha}+\lambda^{\prime} N+\lambda N^{\prime}+\mu^{\prime} B+\mu B^{\prime} \\
& =(1-\lambda \kappa) T_{\alpha}+\left(\lambda^{\prime}-\mu \tau\right) N+\left(\mu^{\prime}+\lambda \tau\right) B
\end{aligned}
$$

is the tangent to $\beta$ and so parallel to $\beta-\alpha$. Thus

$$
1-\lambda \kappa=0, \quad \frac{\lambda^{\prime}-\mu \tau}{\lambda}=\frac{\mu^{\prime}+\lambda \tau}{\mu}
$$

That is

$$
\lambda=\frac{1}{\kappa}, \quad \tau=\frac{\lambda^{\prime} \mu-\lambda \mu^{\prime}}{\lambda^{2}+\mu^{2}}=\frac{d}{d s} \cot ^{-1} \frac{\mu}{\lambda} .
$$

Thus

$$
\begin{gathered}
\int_{a}^{s} \tau d s+C=\cot ^{-1} \frac{\mu}{\lambda}, \quad C: \text { constant } \\
\mu=\lambda \cot \left(\int_{a}^{s} \tau d s+C\right)
\end{gathered}
$$

Therefore

$$
\beta(s)=\alpha(s)+\frac{1}{\kappa} N+\mu B .
$$

### 3.5 Frenet formula in Minkowski space $\mathbb{R}_{1}^{3}$

Let us define the metric $<,>_{\circ}$ on $\mathbb{R}^{3}$ by

$$
\begin{equation*}
<X, Y>_{\circ}=-x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3} \tag{3.5}
\end{equation*}
$$

where $X=\left(x_{1}, x_{2}, x_{3}\right)$ and $Y=\left(y_{1}, y_{2}, y_{3}\right)$. Then $\mathbb{R}_{1}^{3}=\left(\mathbb{R}^{3},<,>_{0}\right)$ is called the Minkowski space (or Lorentz space).

Definition 3.15 A vector $X$ on $\mathbb{R}_{1}^{3}$ is said to be :

$$
\begin{array}{ccc}
\text { space }- \text { like, } & \text { if } \quad<X, X>_{0}>0, \\
\text { time }- \text { like, } & \text { if } \quad<X, X>_{0}<0, \\
\text { light }- \text { like, } & \text { if } \quad<X, X>_{0}=0, X \neq 0 .
\end{array}
$$

Definition 3.16 A regular curve $\gamma: I \rightarrow \mathbb{R}_{1}^{3}$ is called space-like, time-like and lightlike if for $\forall t \in I, \gamma^{\prime}(t)$ is space-like, time-like and light-like, respectively.

Example 3.17 The curve $\alpha(t)=(\cosh t, \sinh t, 0)$ is space-like and $\beta(t)=(\sinh t, \cosh t, 0)$ is time-like and $\gamma(t)=(t, t, 0)$ is light-like.

Definition 3.18 A vector product $V \times W$ on $\mathbb{R}_{1}^{3}$ is defined by

$$
\begin{equation*}
<V \times W, U>_{o}=\operatorname{det}(V, W, U) \tag{3.6}
\end{equation*}
$$

for all $U$. That is, for any $V=\left(v_{1}, v_{2}, v_{3}\right)$ and $W=\left(w_{1}, w_{2}, w_{3}\right)$,

$$
V \times W=\left(-v_{2} w_{3}+v_{3} w_{2},-v_{1} w_{3}+v_{3} w_{1}, v_{1} w_{2}-v_{2} w_{1}\right)
$$

Now, we can define three frames as follows. For two vectors $e_{1}$ and $e_{2}$ such that $<e_{i}, e_{i}>_{0}= \pm 1,<e_{1}, e_{2}>_{0}=0$, a third is defined by $e_{3}=e_{1} \times e_{2}$. Then $<$ $e_{3}, e_{3}>_{0}=1$. So $\left\{e_{1}, e_{2}, e_{3}\right\}$ form an orthonormal frame field. Generally, if we put $\epsilon, \eta \in\{1,-1\}$ by $<e_{1}, e_{1}>_{\circ}=\epsilon$, and $<e_{2}, e_{2}>_{\circ}=\eta$, then $<e_{3}, e_{3}>_{\circ}=-\epsilon \eta$. The frame $\left\{e_{1}, e_{2}, e_{3}\right\}$ is said to be an orthonormal basis of $\mathbb{R}_{1}^{3}$.

Lemma 3.19 Any vector $X$ on $\mathbb{R}_{1}^{3}$ can be uniquely decomposed as

$$
\begin{equation*}
X=\epsilon<X, e_{1}>_{\circ} e_{1}+\eta<X, e_{2}>_{\circ} e_{2}-\epsilon \eta<X, e_{3}>_{\circ} e_{3}, \tag{3.7}
\end{equation*}
$$ where $\left\{e_{1}, e_{2}, e_{3}\right\}$ is an orthonormal basis.

Proof. Let $X=a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}$ for $a_{i} \in \mathbb{R}(i=1,2,3)$. Then

$$
<X, e_{1}>_{\circ}=a_{1}<e_{1}, e_{1}>_{o}=a_{1} \epsilon
$$

Hence $a_{1}=\epsilon<X, e_{1}>_{\circ}$. Similarly, $a_{2}=\eta<X, e_{2}>_{\circ}$ and $a_{3}=-\epsilon \eta<X, e_{3}>_{\circ} . \square$
Theorem 3.20 ( $F r e n e t$ formula in $\mathbb{R}_{1}^{3}$ ). Let $\gamma$ be a space-like or time-like curve by unit speed and $<\gamma^{\prime \prime}, \gamma^{\prime \prime}>_{0} \neq 0$. Then $\left\{T=\gamma^{\prime}, N=\frac{\gamma^{\prime \prime}}{\sqrt{\left|<\gamma^{\prime \prime}, \gamma^{\prime \prime}\right\rangle 0 \mid}}, B=T \times N\right\}$ form an orthonormal frame field and satisfies

$$
\left(\begin{array}{l}
T^{\prime}  \tag{3.8}\\
N^{\prime} \\
B^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & \kappa \eta & 0 \\
-\kappa \epsilon & 0 & -\tau \epsilon \eta \\
0 & -\tau \eta & 0
\end{array}\right)\left(\begin{array}{l}
T \\
N \\
B
\end{array}\right)
$$

where $\kappa=<T^{\prime}, N>_{\circ}$ and $\tau=<N^{\prime}, B>_{\circ}$ are called the curvature and torsion of the curve $\gamma$.

Proof. Let $\gamma$ be a space-like (or time-like) with unit speed. We have

$$
T^{\prime}=\epsilon<T^{\prime}, T>_{\circ} T+\eta<T^{\prime}, N>_{\circ} N-\epsilon \eta<T^{\prime}, B>_{\circ} B,
$$

because $<T, T>_{0}=\epsilon$ and $<N, N>_{0}=\eta$. By the definition of $N, T^{\prime}=\gamma^{\prime \prime}=$ $\sqrt{\left|<\gamma^{\prime \prime}, \gamma^{\prime \prime}>_{\circ}\right|} N$, and so $\sqrt{\left|<\gamma^{\prime \prime}, \gamma^{\prime \prime}>_{\circ}\right|}=\eta<T^{\prime}, N>_{\circ}=\eta \kappa$. Hence $T^{\prime}=$ $\kappa \eta N$. Next, we have

$$
N^{\prime}=\epsilon<N^{\prime}, T>_{\circ} T+\eta<N^{\prime}, N>_{\circ} N-\epsilon \eta<N^{\prime}, B>_{\circ} B .
$$

Since

$$
\begin{aligned}
& <N^{\prime}, T>_{0}=-<T^{\prime}, N>_{0}=-\kappa, \\
& <B^{\prime}, N>_{0}=-<N^{\prime}, B>_{0}=-\tau,
\end{aligned}
$$

we have $N^{\prime}=-\kappa \epsilon T-\tau \epsilon \eta B$. Similarly, we have $B^{\prime}=-\tau \eta B$.

### 3.6 Frenet formula in $\mathbb{R}^{n}$

Definition 3.21 Let $\gamma: I \rightarrow \mathbb{R}^{n}$ be a unit speed curve. The generalized Frenet frame field $\left\{v_{1}=\gamma^{\prime}(t), v_{2}, \cdots, v_{n}\right\}$ in $\mathbb{R}^{n}$ is defined as follows: if we define $w_{j+1}$ by

$$
\begin{equation*}
w_{j+1}=v_{j}^{\prime}-\sum_{i=1}^{j}<v_{j}^{\prime}, v_{i}>v_{i}, \tag{3.9}
\end{equation*}
$$

then

$$
\begin{equation*}
v_{j+1}=\frac{1}{\kappa_{j+1}} w_{j+1}, \quad \kappa_{j+1}:=\left|w_{j+1}\right| \tag{3.10}
\end{equation*}
$$

Theorem 3.22 (Frenet formulas) Let $\gamma: I \rightarrow \mathbb{R}^{n}$ be a unit speed curve with $\kappa_{j} \neq 0$.
Then we have

$$
\left(\begin{array}{c}
v_{1}^{\prime}  \tag{3.11}\\
\vdots \\
\vdots \\
\vdots \\
v_{n}^{\prime}
\end{array}\right)=\left(\begin{array}{ccccc}
0 & \kappa_{2} & 0 & \cdots & 0 \\
-\kappa_{2} & 0 & \kappa_{3} & \cdots & 0 \\
0 & -\kappa_{3} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \kappa_{n} \\
0 & 0 & 0 & -\kappa_{n} & 0
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
\vdots \\
\vdots \\
\vdots \\
v_{n}
\end{array}\right) .
$$

Proof. Let $V(t)=\left(v_{1} \cdots v_{n}\right)^{T}$ be the orthogonal matrix since rows are orthonormal basis for $\mathbb{R}^{n}$. So

$$
V(t) V(t)^{T}=I \Longrightarrow V^{\prime}(t) V(t)^{T}+V(t) V^{\prime}(t)^{T}=0
$$

Since $v_{j}^{\prime}=\kappa_{j+1} v_{j+1}+\sum_{i=1}^{j}<v_{j}^{\prime}, v_{i}>v_{i}$, we can write

$$
V^{\prime}(t)=K(t) V(t)
$$

where $K_{i j}$ are of $<v_{j}^{\prime}, v_{i}>$ or $\kappa_{j+1}$.
Theorem 3.23 If $\kappa_{n}=0$, then the curve lies in a hyperplane.

Proof. Since $\kappa_{i} \neq 0(i=1, \cdots, n-1)$, we define an orthonormal vectors $\left\{v_{1}, \cdots, v_{n-1}\right\}$. Let $W=\left(v_{1}, \cdots, v_{n-1}\right)^{T}$. Now we define unit $v_{n}$ so that

$$
\operatorname{det}\left(v_{1}, \cdots, v_{n}\right)^{T}=1
$$

If we put $A=\left(v_{1}, \cdots, v_{n}\right)^{T}$, then

$$
1=\operatorname{det}\left(A A^{T}\right)=<v_{n}, v_{n}>-<v_{1}, v_{n}>^{2}-\cdots-<v_{n-1}, v_{n}>^{2} .
$$

Since $\left\langle v_{n}, v_{n}\right\rangle=1$, we have $\left.<v_{1}, v_{n}>=\cdots=<v_{n-1}, v_{n}\right\rangle=0$. Hence $\left.<W, v_{n}\right\rangle=0$. Differentiating $\left\langle W, v_{n}\right\rangle=0$, we have

$$
<W^{\prime}, v_{n}>+<W, v_{n}^{\prime}>=0
$$

Since $\kappa_{n}=0, W^{\prime}$ is linear combination of $v_{1}, \cdots, v_{n-1}$. Hence $<W^{\prime}, v_{n}>=0$. So

$$
<W, v_{n}^{\prime}>=0
$$

i.e., $\left\langle v_{j}, v_{n}^{\prime}\right\rangle=0$ for $j=1, \cdots, n-1$. Also, since $\left\langle v_{n}, v_{n}^{\prime}\right\rangle=0, v_{n}^{\prime}=0$, i.e., $v_{n}$ is constant. Now,

$$
\begin{aligned}
<\gamma, v_{n}>^{\prime} & =\left\langle\gamma^{\prime}, v_{n}>+\left\langle\gamma, v_{n}^{\prime}\right\rangle\right. \\
& =<v_{1}, v_{n}>+<\gamma, 0>=0
\end{aligned}
$$

Hence we get $\left\langle\gamma, v_{n}\right\rangle=$ constant. i.e., $\gamma$ lies in hyperplane.

Theorem 3.24 (Fundamental theorem of Frenet theory). Given any smooth $\kappa_{2}, \cdots, \kappa_{n}$ on $(a, b) \subset \mathbb{R}$ such that $\kappa_{i}>0, i<n$. Then there exists a unit speed curve $\gamma:(a, b) \rightarrow \mathbb{R}^{n}$ with these curvatures and $\gamma$ is unique up to oriented isometry of $\mathbb{R}^{n}$.

Proof. Consider the matrix ordinary differential equation with an initial value. i.e.,

$$
V^{\prime}=K V, \quad V(a)=I
$$

From the fundamental theorem of ordinary differential equations (linear case), there exists a solution to this equation.

Theorem 3.25 Let $F: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ be an isometry. Let $\beta$ be a unit speed curve in $\mathbb{R}^{3}$ with $\kappa_{\beta}>0$. If $\alpha=F \circ \beta$, then $\kappa_{\beta}=\kappa_{\alpha}, \tau_{\beta}=(\operatorname{sgn} F) \tau_{\alpha}$.

Proof. Since $\beta$ is a unit speed curve, $\alpha=F \circ \beta$ is also a unit speed curve. Hence we have

$$
T_{\alpha}=F_{*}\left(T_{\beta}\right)
$$

Since $F_{*}$ preserves both acceleration and norm, we have

$$
\kappa_{\alpha}=\left\|\alpha^{\prime \prime}\right\|=\left\|F_{*}\left(\beta^{\prime \prime}\right)\right\|=\left\|\beta^{\prime \prime}\right\|=\kappa_{\beta} .
$$

Moreover, by definition, $N=\frac{1}{\kappa} T^{\prime}$. Hence

$$
N_{\alpha}=\frac{\alpha^{\prime \prime}}{\kappa_{\alpha}}=\frac{F_{*}\left(\beta^{\prime \prime}\right)}{\kappa_{\beta}}=F_{*}\left(\frac{\beta^{\prime \prime}}{\kappa_{\beta}}\right)=F_{*}\left(N_{\beta}\right) .
$$

This implies that, by Lemma 2.15,

$$
B_{\alpha}=T_{\alpha} \times N_{\alpha}=F_{*}\left(T_{\beta}\right) \times F_{*}\left(N_{\beta}\right)=(\operatorname{sgn} F) F_{*}\left(T_{\beta} \times N_{\beta}\right)=(\operatorname{sgn} F) F_{*}\left(B_{\beta}\right) .
$$

Hence, by the definition of the torsion,

$$
\tau_{\alpha}=<N_{\alpha}^{\prime}, B_{\alpha}>=<F_{*}\left(N_{\beta}^{\prime}\right),(\operatorname{sgn} F) F_{*}\left(B_{\beta}\right)>=(\operatorname{sgn} F)<N_{\beta}^{\prime}, B_{\beta}>=(\operatorname{sgn} F) \tau_{\beta} .
$$

## 4 Bishop formulas

### 4.1 Bishop formula in $\mathbb{R}^{3}$

Let $\gamma: I \rightarrow \mathbb{R}^{3}$ be a unit speed curve.
Definition 4.1 A vector field $N$ along a curve $\gamma$ is called normal if $\left\langle N, \gamma^{\prime}\right\rangle=0$ for all $t$.

Note that the Frenet vector fields $\{N, B\}$ are normals when they exist.
Definition 4.2 A normal vector field $N$ on $\gamma$ is called parallel if $N^{\prime}$ has no component perpendicular to the curve. i.e., $N^{\prime}=\lambda \gamma^{\prime}$, where $\lambda$ is a real valued function.

Proposition 4.3 There exist parallel orthonormal normal vector fields along any $C^{2}$ curve $\gamma$ in $\mathbb{R}^{3}$.

Proof. Let $\gamma$ be a smooth curve. Let $\omega_{1}$ and $\omega_{2}$ be normal vector fields along $\gamma$ such that

$$
<\omega_{i}, \omega_{j}>=\delta_{i j} .
$$

Now, we construct parallel orthonormal normal normal vector fields $\left\{N_{1}, N_{2}\right\}$. This is equivalent to exist an orthogonal $2 \times 2$ matrix $A=\left\{a_{i j}\right\}$ such that

$$
N_{i}=\sum_{j} a_{i j} \omega_{j}
$$

is parallel. Assume $N_{i}^{\prime}=\lambda_{i} \gamma^{\prime}$. Then $\left\langle N_{i}^{\prime}, \omega_{j}\right\rangle=0$ for all $i, j$. Equivalently,

$$
<a_{i j}^{\prime} \omega_{j}+a_{i j} \omega_{j}^{\prime}, \omega_{k}>=0
$$

That is

$$
\delta_{j k} a_{i j}^{\prime}+<\omega_{j}^{\prime}, \omega_{k}>a_{i j}=0
$$

By the existence of the solutions of linear ordinary differential equation, the solutions $\left(a_{i j}\right)$ exist. This means that $\left\{N_{i}=\sum_{j} a_{i j} \omega_{j}\right\}$ are parallel orthogonal normal vector fields.

Definition 4.4 Let $\left\{N_{1}, N_{2}\right\}$ be the parallel orthonormal normal vector fields along $\gamma$ with $N_{1}^{\prime}=\bar{\kappa}_{1} \gamma^{\prime}, N_{2}^{\prime}=\bar{\kappa}_{2} \gamma^{\prime}$. These $\bar{\kappa}_{1}$ and $\bar{\kappa}_{2}$ are called the Bishop curvatures of $\gamma$ and $\left\{T, N_{1}, N_{2}\right\}$ are called the Bishop frames.

Theorem 4.5 (Bishop Formula). For a unit speed curve $\gamma \in \mathbb{R}^{3}$, we have

$$
\left(\begin{array}{c}
T^{\prime}  \tag{4.1}\\
N_{1}^{\prime} \\
N_{2}^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & -\bar{\kappa}_{1} & -\bar{\kappa}_{2} \\
\bar{\kappa}_{1} & 0 & 0 \\
\bar{\kappa}_{2} & 0 & 0
\end{array}\right)\left(\begin{array}{c}
T \\
N_{1} \\
N_{2}
\end{array}\right) .
$$

Proof. Let $\gamma$ be a unit speed curve and $T=\gamma^{\prime}$. Then

$$
\begin{aligned}
T^{\prime} & =<T^{\prime}, T>T+<T^{\prime}, N_{1}>N_{1}+<T^{\prime}, N_{2}>N_{2} \\
& =-\bar{\kappa}_{1} N_{1}-\bar{\kappa}_{2} N_{2}
\end{aligned}
$$

Others are trivial from the definition.

Theorem 4.6 Let $\gamma$ be a unit speed curve in $\mathbb{R}^{3}$. Then $\kappa^{2}=\bar{\kappa}_{1}^{2}+\bar{\kappa}_{2}^{2}$.
Proof. Let $\gamma$ be a unit speed curve. Then, by the Bishop's formula, we have

$$
\begin{aligned}
\kappa^{2} & =\left\|\gamma^{\prime \prime}\right\|^{2}=\left\|T^{\prime}\right\|^{2} \\
& =\bar{\kappa}_{1}^{2}<N_{1}, N_{1}>+2 \bar{\kappa}_{1} \bar{\kappa}_{2}<N_{1}, N_{2}>+\bar{\kappa}_{2}^{2}<N_{2}, N_{2}> \\
& =\bar{\kappa}_{1}^{2}+\bar{\kappa}_{2}^{2} .
\end{aligned}
$$

Theorem 4.7 Let $\gamma: I \rightarrow \mathbb{R}^{3}$ be a smooth curve. Then $\bar{\kappa}_{1}=-\kappa \cos \theta, \bar{\kappa}_{2}=\kappa \sin \theta$, where $\theta(t)=\int \tau(u) d u+$ constant.

Proof. Let $\{T, N, B\}$ be a Frenet frame and $\left\{T, N_{1}, N_{2}\right\}$ be Bishop frame. Then

$$
\left(\begin{array}{l}
T^{\prime} \\
N^{\prime} \\
B^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{array}\right)\left(\begin{array}{l}
T \\
N \\
B
\end{array}\right)
$$

and

$$
\left(\begin{array}{c}
T^{\prime} \\
N_{1}^{\prime} \\
N_{2}^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & -\bar{\kappa}_{1} & -\bar{\kappa}_{2} \\
\bar{\kappa}_{1} & 0 & 0 \\
\bar{\kappa}_{2} & 0 & 0
\end{array}\right)\left(\begin{array}{c}
T \\
N_{1} \\
N_{2}
\end{array}\right) .
$$

Since $\{N, B\} \perp T$ and $\left\{N_{1}, N_{2}\right\} \perp T$, we can put

$$
\binom{N_{1}}{N_{2}}=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)\binom{N}{B} .
$$

## So

$$
\begin{aligned}
N_{1}^{\prime} & =-\theta^{\prime} \sin \theta N+\cos \theta N^{\prime}+\theta^{\prime} \cos \theta B+\sin \theta B^{\prime} \\
& =-\theta^{\prime} \sin \theta N+\cos \theta(-\kappa T+\tau B)+\theta^{\prime} \cos \theta B+\sin \theta(-\tau N) .
\end{aligned}
$$

Hence

$$
\bar{\kappa}_{1} T=-\kappa \cos \theta T+\left(-\theta^{\prime} \sin \theta-\tau \sin \theta\right) N+\left(\theta^{\prime} \cos \theta+\tau \cos \theta\right) B .
$$

Similarly,

$$
\bar{\kappa}_{2} T=\kappa \sin \theta T+\left(-\theta^{\prime} \cos \theta-\tau \cos \theta\right) N+\left(-\theta^{\prime} \sin \theta-\tau \sin \theta\right) B .
$$

Thus

$$
\begin{gather*}
\bar{\kappa}_{1}=-\kappa \cos \theta, \bar{\kappa}_{2}=\kappa \sin \theta  \tag{4.2}\\
\theta^{\prime} \sin \theta+\tau \sin \theta=0, \tau \cos \theta+\theta^{\prime} \cos \theta=0 .
\end{gather*}
$$

Then $\theta^{\prime}=-\tau$, and

$$
\begin{equation*}
\theta(t)=-\int_{a}^{t} \tau(u) d u+C \tag{4.3}
\end{equation*}
$$

Theorem 4.8 Let $\gamma$ be a unit speed curve in $\mathbb{R}^{3}$ with $\kappa>0$. Then $\left(\bar{\kappa}_{1}^{\prime}\right)^{2}+\left(\bar{\kappa}_{2}^{\prime}\right)^{2}=$ $\left(\kappa^{\prime}\right)^{2}+\kappa^{2} \tau^{2}$.

Proof. By Theorem 4.7, we have

$$
\begin{gathered}
\bar{\kappa}_{1}=-\kappa \cos \theta=-\kappa \cos \left(-\int_{a}^{t} \tau(u) d u+C\right), \\
\bar{\kappa}_{2}=\kappa \sin \theta=-\kappa \sin \left(-\int_{a}^{t} \tau(u) d u+C\right) .
\end{gathered}
$$

By differentiating (4.2),

$$
\bar{\kappa}_{1}^{\prime}=-\kappa^{\prime} \cos \theta-\kappa \tau \sin \theta, \quad \bar{\kappa}_{2}^{\prime}=\kappa^{\prime} \sin \theta-\kappa \tau \cos \theta .
$$

Hence we have $\left(\bar{\kappa}_{1}^{\prime}\right)^{2}+\left(\bar{\kappa}_{2}^{\prime}\right)^{2}=\left(\kappa^{\prime}\right)^{2}+\kappa^{2} \tau^{2}$.
Notation : $\bar{\kappa}(t)=\left(\bar{\kappa}_{1}(t), \bar{\kappa}_{2}(t)\right)$ is considered as a curve in $\mathbb{R}^{2}$.

Corollary 4.9 Let $\gamma$ be a unit speed curve. Then $\gamma$ is a straight line if and only if $\bar{\kappa}=0$. And $\gamma$ is a circle if and only if $\bar{\kappa}=$ constant $\neq 0$.

Proof. This follows from Proposition 2.9 and Corollary 3.3.
Corollary 4.10 Let $\frac{\bar{\kappa}_{2}}{\bar{k}_{1}}=$ constant. Then $\gamma$ is plane curve.
Proof. From (4.2), we have

$$
\frac{\bar{\kappa}_{2}}{\bar{\kappa}_{1}}=-\tan \theta=\text { constant }
$$

So $\theta^{\prime}=0$, which implies $\tau=0$. Therefore, $\gamma$ is a plane curve.

### 4.2 Bishop formula in $\mathbb{R}^{n}$

Let $\gamma: I \rightarrow \mathbb{R}^{n}$ be a unit speed curve and $\left\{N_{1}, \cdots, N_{n-1}\right\}$ be a fixed parallel normal vector fields. Let $T=\gamma^{\prime}$ be the unit tangent vector field. Define for any $i=1, \cdots, n-$ 1, by

$$
\begin{equation*}
\bar{\kappa}_{i}=<N_{i}^{\prime}, T>=<N_{i}^{\prime}, \gamma^{\prime}>. \tag{4.4}
\end{equation*}
$$

Since $N_{i}$ is parallel, i.e., $N_{i}^{\prime}=\bar{\kappa}_{i} \gamma^{\prime}$, we have the Bishop formula.
Theorem 4.11 For a unit speed curve $\gamma \in \mathbb{R}^{n}$, we have

$$
\left(\begin{array}{c}
T^{\prime}  \tag{4.5}\\
\bar{\kappa}_{1} T \\
\cdots \\
\bar{\kappa}_{n-1} T
\end{array}\right)=\left(\begin{array}{cccc}
0 & -\bar{\kappa}_{1} & \cdots & -\bar{\kappa}_{n-1} \\
\bar{\kappa}_{1} & 0 & 0 & 0 \\
\cdots & 0 & \cdots & \cdots \\
\bar{\kappa}_{n-1} & 0 & \cdots & 0
\end{array}\right)\left(\begin{array}{c}
T \\
N_{1} \\
\cdots \\
N_{n-1}
\end{array}\right) .
$$

Proof. It is trivial from the following fact.

$$
\begin{aligned}
T^{\prime} & =<T^{\prime}, T>T+<T^{\prime}, N_{1}>N_{1}+\cdots+<T^{\prime}, N_{n-1}>N_{n-1} \\
& =-\bar{\kappa}_{1} N_{1}-\bar{\kappa}_{2} N_{2}-\cdots-\bar{\kappa}_{n-1} N_{n-1} . \quad \square
\end{aligned}
$$

Proposition 4.12 Let $\gamma: I \rightarrow \mathbb{R}^{n}$ be a unit speed curve. Then

$$
\kappa^{2}=\bar{\kappa}_{1}^{2}+\bar{\kappa}_{2}^{2}+\cdots+\bar{\kappa}_{n-1}^{2} .
$$

Proof. It is trivial from the definition.
Definition 4.13 Regard $\bar{\kappa}(t)=\left(\bar{\kappa}_{1}(t), \cdots, \bar{\kappa}_{n-1}(t)\right) \in \mathbb{R}^{n-1}$ as a curve. We call $\bar{\kappa}$ as the normal development of $\gamma$.

Theorem 4.14 A curve $\gamma$ lies in an affine subspace of codimension $m$ in $\mathbb{R}^{n}$ if and only if its normal development $\bar{\kappa}$ lies in a linear subspace of codimension $m$ in $\mathbb{R}^{n-1}$.

Proof. First, we prove in case $m=1$. Then subspaces of higher codimension can be obtained by intersecting codimension 1 subspaces(hyperplanes). In fact, for $m=1, \gamma$ lies in hyperplane if and only if $\langle\gamma, a\rangle=$ constant, where $a \neq 0$ is a constant vector. By differentiating, we have

$$
<\gamma^{\prime}, a>=0
$$

Hence $a=\sum_{i=1}^{n-1} c_{i} N_{i}$, where $\left\{N_{i}\right\}$ are Bishop vector fields. By differentiating,

$$
0=\sum c_{i}^{\prime} N_{i}+\sum c_{i} N_{i}^{\prime}=\sum\left(c_{i}^{\prime} N_{i}+c_{i} \bar{\kappa}_{i} \gamma^{\prime}\right)
$$

Then $\sum_{i} c_{i} \bar{\kappa}_{i}=0$ and $c_{i}^{\prime}=0$. Hence we have

$$
<\bar{\kappa}, c>=0, c=\left(c_{1}, \cdots, c_{n-1}\right)=\text { constant }
$$

which means $\left(\bar{\kappa}_{1}, \cdots, \bar{\kappa}_{n-1}\right) \in$ linear subspace (hyperplane) in $\mathbb{R}^{n-1}$.
Generally, for higher codimension $m$, let $a_{i}$ and $b_{i}(i=1, \cdots, m)$ are constant such that $\left\langle\gamma, a_{i}\right\rangle=b_{i}$. Then $a_{i}=\sum_{j=1}^{n-1} c_{i j} N_{j}$ and $\left\langle\gamma^{\prime}, a_{i}\right\rangle=0$ for all $i$. Hence $<\bar{\kappa}, c_{i}>=0$, where $c_{i}=\left(c_{i 1}, \cdots, c_{i n-1}\right)$. This implies that the proof is completed.

Theorem 4.15 A curve $\gamma$ lies on a sphere of radius $r>0$ in $\mathbb{R}^{n}$ if and only if its normal development $\bar{\kappa}$ lies on a hyperplane distance $\frac{1}{r}$ from $0 \in \mathbb{R}^{n-1}$.

Proof. Let $\gamma: I \rightarrow \mathbb{R}^{n}$ be a unit speed curve. Then $\gamma$ lies on a sphere of radius $r$. That is $\|\gamma-a\|^{2}=r^{2}$. By differentiating, we have

$$
0=<\gamma^{\prime},(\gamma-a)>
$$

Hence $\gamma-a=\sum c_{i} N_{i}$ where $\left\{N_{i}\right\}$ are Bishop vector fields. By differentiating,

$$
\gamma^{\prime}=\sum c_{i}^{\prime} N_{i}+c_{i} N_{i}^{\prime}=\sum c_{i}^{\prime} N_{i}+c_{i} \bar{\kappa}_{i} \gamma^{\prime}
$$

Then $c_{i}^{\prime}=0$ and $\sum_{i} c_{i} \bar{\kappa}_{i}=1$. Hence $\bar{\kappa}$ lies on hyperplane orthogonal to c .
Moreover, since $r^{2}=\|\gamma-a\|^{2}=\sum c_{i}^{2}=\|c\|^{2}$, the distance from 0 to hyperplane is $\left\langle\bar{\kappa},\left(\frac{c}{r}\right)\right\rangle=\frac{1}{r}$.

Corollary 4.16 A curve $\gamma$ lies on a sphere of radius $r>0$ in $\mathbb{R}^{3}$ if and only if $\bar{\kappa}$ lies on a straight line with a distance $\frac{1}{r}$ from 0.

## Remark 4.17 (Conclusions)

(1) In Frenet theory, any curve must be at least $C^{n-1}$ in $\mathbb{R}^{n}$. Moreover, if any $\kappa_{i}$ vanishes at single point, we can not define higher $\kappa_{i}$ 's and $v_{i}$ 's.
(2) In Frenet theory, if $\kappa_{n}=0$, then curve lies in an affine subspace (Theorem 3.23).

But we do not know when the curve lies on the sphere.
(3) In Bishop theory, we know when the curve lies on the sphere (Theorem 4.15).
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## 유클리드 공간상의 곡선에 대한 Bishop 곡률

본 논문에서는 유클리드 공간상의 곡선의 성질에 대해 연구하였다. 첫째로, 유클리드 공간과 로 렌츠 공간 각각에서의 Frenet 공식을 알아보았다. 그리고 Frenet 이론과 함께 여러가지 곡선에 대해 알아보았다. 또한, Bishop 이론을 소개하고 Frenet 이론과 Bishop 이론 사이의 관계를 연구하였다.
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